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ABSTRACT
A robot’s ability to assist humans in a variety of tasks, e.g.
in search and rescue or in a household, heavily depends on
the robot’s reliable recognition of the objects in the environ-
ment. Numerous approaches attempt to recognize objects
based only on the robot’s vision. However, the same type
of object can have very different visual appearances, such
as shape, size, pose, and color. Although such approaches
are widely studied with relative success, the general object
recognition task still remains very challenging. We build
our work upon the fact that robots can observe humans in-
teracting with the objects in their environment, and thus
providing numerous non-visual cues to those objects’ iden-
tities. We research on a flexible object recognition approach
which can use any multiple cues, whether they are visual
cues intrinsic to the object or provided by observation of a
human. We realize the challenging issue that multiple cues
can have different weight in their association with an object
definition and need to be taken into account during recogni-
tion. In this paper, we contribute a probabilistic relational
representation of the cue weights and an object recognition
algorithm that can flexibly combine multiple cues of any
type to robustly recognize objects. We show illustrative re-
sults of our implemented approach using visual, activity,
gesture, and speech cues, provided by machine or human,
to recognize objects more robustly than when using only a
single cue.

Categories and Subject Descriptors
I.2.10 [Vision and Scene Understanding]: Perceptual
reasoning, Video analysis

General Terms
Algorithms
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1. INTRODUCTION
There are a variety of tasks where the robot agent’s ability

to assist humans depends heavily on the reliable recognition
of the objects in the environment. Object recognition how-
ever has proven to be a significantly difficult challenge es-
pecially with the complexity of real world data, where there
is great variation in both the appearance of objects within
a single class e.g. chairs come in many shapes and colors,
and in the appearance of the same object under various cir-
cumstances, e.g. the same chair can appear different with
changes in lighting, view, orientation, etc.

A number of approaches have attempted to focus on learn-
ing the visual features of an object (see ‘related work’) in or-
der to recognize it. Although great progress has been made
along these lines, there is still much to be done in order to
build an object recognition system that can be run under
any of the various situations that must be dealt with with
real data.

In dealing with this complexity, an important observation
is to note that as humans interact with their environment,
they are providing numerous non-visual cues to the identity
of objects within it which can be utilized by a robot ob-
serving the interaction. The benefit of including non-visual
information is supported both by the success made by nu-
merous approaches which have integrated non-visual cues
such as activities in their system and by biological studies
of the human visual system described further in the ’related
works’ section.

Our approach is then to provide a flexible framework for
the inclusion of any multiple cues, whether they are visual
cues intrinsic to the object or provided by observations of a
human for more robust object recognition. This framework
includes three main components:

First is a generic representation of the cue information.
The standardization of the information provided by the var-
ious cues allows for the evidence of cues of any type–activity,
speech, vision, gesture, etc.– to be taken into account with-
out special modification to the object recognition algorithm.
This allows the algorithm to deal with real world scenarios
where the type of cues that are available will vary: sen-
sors may be broken, outside circumstances may prevent cor-
rect readings, different agents may have different capabili-
ties. The inclusion of different cue information is important
since it is not just visual cues in particular that may have
weaknesses when it comes to object recognition, but any cue
in isolation. For instance, with speech cues, although there
are a number of instances where its linguistic content can be
used to disambiguate objects in a picture [9], it is far from a



perfected science and chances of false positives or failures in
a real-world situation is not unexpected. If one were to use
activity cues alone, there would also be numerous possibili-
ties of error such as how to deal with an activity that could
describe more than one object or false positives caused by
an activity that misused an object. Other types of cues have
similar weaknesses.

Second is the inclusion of weights for the cue evidence. We
recognize the interesting and challenging fact that some cues
may be more indicative of an object than others and thus the
evidence given by that cue should have greater influence. In
order to reflect this fact, weights are added whose value rep-
resent the strength of the association between a particular
cue and object for each possible cue and object. The value
of the weights are determined using probabilistic techniques
that learn the strength of the association through training
data.

Third is an algorithm, MCOR (Multiple Cue Object Recog-
nition), which utilizes the representation of cues and weights
to determine the evidence for the presence of an object and
generalizes new cues found in the recently recognized object
to all objects of the same class i.e. the object definition is
changed to include the new information.

Empirical validation of the multiple cue framework is given
through illustrative results of the implemented approach us-
ing visual, activity, gesture, and speech cues.

2. RELATED WORK
As mentioned above, numerous approaches to object recog-

nition such as [4, 1, 11, 7] depend on visual cues alone. Al-
though great strides have been made using this technique,
demonstrating fast and high accuracy results, the perfor-
mance of these approaches and most visual-based object
recognition systems to some extent, have often been subject
to the effect of variations in such aspects as size, lighting,
rotation, or pose prevalent in most real world images. Some
approaches such as [3] attempt to counter some of these
concerns by finding features of an object invariant to those
changes. Although this does show robust performance to
variations in size and rotation, it only partially handles light-
ing and pose. Current research is still looking into further
refinement of recognition by visual cues in order to improve
on these weaknesses.

Other techniques however attempt another approach of
including cues that do not depend on the visual properties
of the object itself to compensate for the weaknesses of the
visual cues. For instance, in a paper by Murphy et al.[6],
scene context is used to provide additional evidence for the
presence of an object. So, for example, if one were in an of-
fice, one could expect to see a computer screen or keyboard
and so the scene context, the office, can provide evidence for
those two objects in addition to their particular visual fea-
tures. This, however, lends a way for incorrect classification
or a missed recognition caused by an object being placed in
a scene it normally is not in. Others such as [5] attempt
to add a completely non-visual cue, i.e. activities, in ad-
dition to the visual properties. Similar to [5], the FOCUS
algorithm [10] is based on visual features and activity cues,
but unlike it, it does not need any training examples for the
visual description ([12] also illustrates a method of recogni-
tion without human labeled training examples, although in
terms of activity recognition not object).

In addition to the relative success of these approaches, the

inclusion of non-visual information for more robust object
recognition is further supported by biological studies of the
human visual system where, with little effort, most humans
have the ability to recognize the same object even when
there are great variations. Laboratory studies have shown
however that this robust ability to recognize objects becomes
limited when a person is shown only an image of the object
where much of the context is removed and the object is in a
non-canonical position (so that previous experience with the
object can not be utilized in the recognition), as shown by
an increase in response time [8] when the person attempts
to name it. Context, i.e. other non-visual cues associated
with the object, allows the person to be confident that the
object he/she is holding is a teapot, even though the visual
cues of the object itself may be lacking when looked at in
isolation.

Supported by the overall success of these approaches in in-
tegrating a non-visual cue for more robust object recognition
and by biological findings, our approach provides a general
framework for flexibly including multiple cues of any num-
ber and any type, so that all the cues mentioned above such
as activities, visual features, and context, in addition to any
other possible cues available now or in the future, can be
used to provide evidence for the presences of the object.

3. REPRESENTATION

3.1 Object Dictionary
In previous object recognition methods, an object is usu-

ally described using particular types of information defined
at the outset, e.g. a graph of visual features [7] or, as in
the FOCUS algorithm [10], a functional and visual descrip-
tion, and, although the content of the information is allowed
to change, the actual structure of the definition is not. In
this paper, we break the necessity of having to define and
therefore limit the type of information that can belong to an
object. We do so by defining an object as a set of cues, Coi

(oi represents the ith object to be recognized), where the
cues can be of any type and the set can be of any size, as
long as each cue follows a standard format described below.

Using this definition, we can then describe an algorithm
(see ‘Multiple Cue Object Recognition’ section for details)
that is independent of the type and number of cues avail-
able and thus can utilize the wide variety and varying cues
humans provide in their interaction with the object. Seg-
mented regions in the image can then be recognized as ob-
jects by comparing the cues extracted from the scene with
cues in the object definition using the properties defined be-
low.

3.2 Cues
In order to integrate the evidence from multiple sources

i.e. from multiple cues, it is necessary to have a standard
representation of the information. Thus, all cues must define
a set of properties:

cue type, cue type, the kind of information provided by
the cue, e.g. activity information, speech information,
visual, etc.

cue value, cue value, the output of the extraction method
of that particular cue type, e.g. an activity value, such
as SITTING, extracted by an activity recognizer for



Figure 1: Flow diagram of MCOR framework: (1.) Get

image from video, (2.a) segment the image, while at the same

time (2.b) extract cues from the image, then (3.) associate

extracted cues with a segment, (4.) recognize objects based

on dictionary, and (5.) update object dictionary based on the

recognized objects.

activity cues, a word or phrase extracted by a speech
recognizer.

spatial association, ∆p, the difference between the cur-
rent cue’s position (a cue-specific calculation)and the
expected location of the object to which the cue is as-
sociated, e.g. if the location of the activity, SITTING,
was defined as the center of the face of the person sit-
ting, then the spatial association would be the distance
between the center point of the face and the expected
position of the chair. This property will be used to de-
termine which segmented region in the scene the cue
belongs to.

temporal association, ∆f , the difference between the cur-
rent frame and the frame where the object is clearly
visible. This is primarily important for cues that in
the process of being produced might obscure the ob-
ject they indicate, e.g. the activity of SITTING may
obscure the chair that it is providing evidence for. A
clear view of the object is necessary in order for it to
be segmented and recognized.

weight, woi , the strength of the association between an ob-
ject, oi, and the cue.

similarity measure, the method for calculating the simi-
larity, scj , between this cue and another cj , e.g. the
euclidean distance in RGB color space for visual cues
based on color. If the cue, cj is of a different type then
scj = 0;

It is possible for there to be multiple cues of the same type in
the same definition. It is not allowed, however, to have cues
with the same cue value, since duplicate cues do not provide
additional information to the description of an object.

4. WEIGHTS
As mentioned above, there are weights ascribed to each

cue in each object definition. These weights represent the

strength of the association between that cue and the object.
This allows for the fact that different cues may be more
indicative of an object than others.

The weight is then determined by the probability of the
object oi being present given the cue value, cue value, i.e.
P (oi|cue value).

By increasing or decreasing the value, a greater or lesser
dependence on the cue in the calculation of evidence for a
particular object label can be enacted.

4.1 Probabilistic Relational Models
Although a number of probabilistic techniques could have

been used to calculate the values of the weights, Probabilis-
tic Relational Models (PRM) [2] was chosen since it is an ex-
tension of Bayesian networks that can include the relational
information of data. Where Bayes net apply only to flat,
i.e. attribute-value [2], representations of the data, PRM
can learn associations between classes, attributes within a
classes, and attributes related to another class. Thus, PRM
allows for future growth in learning weights that reflect the
relationship of the various properties of the cues and objects
in determining the weights, although at this particular time
only a simple weight representation is utilized.

The relational model of a PRM is defined by a schema
which consists of several components: First is the set of
classes, X = X1, ..., Xn where each has a set of attributes,
A(Xi) = Xi.a1, ..., Xi.a2. The attributes can be either ‘fixed’
or ‘probabilistic’. ‘Fixed’ attributes are there to identify in-
stances of the class (referred to as entities) and thus their
value does not change. The value of ‘probabilistic’ attributes
however can vary based on the other attributes of the entity
or of related entities. It is this affect that we attempt to
model and learn the parameters of.

In our case, there are two classes: cues and objects, i.e.
X = CUE, OBJECT . The attributes of the CUE class
consists of the cue identity and the cue value, i.e. A(CUE) =
cue id, cue value and the object class consists of the ob-
ject identity and the object label, i.e. A(OBJECT ) =
obj id, obj label, where the identity in each case is a fixed
attribute and the cue value and object label are probabilis-
tic.

The second component is the set of relations, R = R1, ..., Rm

which defines the relationship between two classes. Rela-
tionships are significant in that the value of attributes in
one class can depend not only on the other attributes of that
class, but on the attributes of any related class. In our case,
we define a single relationship, R = ASSOCIATED WITH,
which links an object and cue class whenever the cue is as-
sociated with that object.

It is possible with PRMs to learn the dependency struc-
ture, S, between the attributes of the classes, but since in
our case the schema is simple, we can assume there is a de-
pendency by the label of an object on the cue value, i.e.
P (OBJECT.obj label|CUE.cue value), which would make
up the parameters of the dependency structure, δS

PRMs then describe a probability model over instances of
a relational schema. An instance, I, of the relational schema
consists of the set of entities of each class,Oσ(Xi) = e1, ..., ep

, where the attributes are defined and which relationships
exist between them. A skeleton, σ, is when only the fixed
attributes of the entities are defined. In our case, an instance
would consist of all the objects in a scene, all the cues in the
scene, and the association between any of the cues or objects.



Some of the attributes however are not easily defined such
as the object label and thus it is necessary to determine the
probability distribution of its values. A relational skeleton σ
is then a partial instance where the probabilistic attributes
are undefined.

PRM then defines the distribution of instantiations of at-
tributes as:

P (I|σ, S, δS) =
Y

Xi∈X

Y
aj∈A(Xi)

Y
ek∈Oσ(Xi)

P (Iek.aj |Ipa(ek.aj))

(1)
where in our particular case, Xi ∈ CUE, OBJECT , aj ∈

cue− value or obj − label (the fixed attributes are ignored,
since it would not make sense to learn the probability of
their value), and ek ∈ Oσ(Xi) is the partial instantiation
of each entity, i.e. the objects with unspecified object la-
bels. pa(ek.aj) are the parents of the jth attribute in the
kth entity.

Given a training set, the parameters δS can be learned
according to the following equation:

l(δS |I, σ, S) = logP (I|σ, S, δS)

=
P

Xi

P
A∈A(Xi)

hP
x∈Oσ(Xi)

logP (Ix.a|Ipa(x.a))
i

(2)
Standard maximum likelihood estimation can then be ap-

plied where δ is chosen in order to maximize l.

5. MULTIPLE-CUE OBJECT RECOGNITION
The algorithm for object recognition with multiple cues,

i.e. Multiple Cue Object Recognition (MCOR), then pro-
ceeds as follows (see figure 2 for pseudocode of the algo-
rithm.):

Given a set of cues (also referred to as the object defini-
tion), Coi , associated with an object, oi, for each object in
the set of objects to be recognized, O, and a video, we can
begin object recognition:

For each frame of the video, Ft. The first step is to ex-
tract all cues which belong to the union of the set of all
cues in all of the object definitions, i.e.

S
i Coi , in addition,

which type of cues are extracted is dependent upon which
tools are available. For instance, if an activity recognizer
is implemented, it could be used to extract activity cues.
If a speech recognizer is implemented, speech cues can be
extracted, and so on. That is the major benefit of this al-
gorithm: it does not require any specific type of extraction
method, but rather utilizes whatever is available. It is this
characteristic which allows the algorithm to be run by any
robot or computer under any circumstance. In addition, it
is the various recognizers that will track and extract cues
from the interaction of the human with the object.

5.1 Region Extraction
Processing then continues with each new cue extracted,

where a new cue is defined as a cue that was not present in
the previous frame, Ft−1, with the same cue value and at a
position Pj less than a cue-specific distance away. Then, for
each new cue, cj , the current position, Pj will be retrieved.
This is also a cue-specific calculation.

If the predicted location of the object belonging to that
cue, i.e. Pj − ∆pj is within a region, rk, from the set of
segmented regions to be recognized as objects, R, that cue,

Given a set of cues for each object:

• For each object, oi, in the set of possible objects to be recog-
nized, O:

– There should be a set of cues, Coi
.

– Each cue, cl, in Coi
represents a cue that is associated

(i.e. indicates) object oi and which has:

∗ a cue value, cue valuel

∗ a temporal association, ∆fl

∗ a spatial association, ∆pl

∗ a weight, woi,cl

∗ a similarity measure to calculate the similarity,
scj,cl

between cue cl and another cue cj

Analyze the video:

• For each frame of the video, Ft:

– Extract all cues that belong to
S

i Coi

– For each new cue extracted, cj , with cue valuej :

∗ Get current position, Pj .

∗ If Pj − ∆pj at Ft−∆fj
is within any region rk ∈

R, where R is the set of segmented regions to be
recognized as objects:

· Store cj in Ck, the set of cues attached to that
region.

∗ Else:

· Extract a new region, rk, at position Pj −∆pj

and frame Ft−∆fj
and store it in R.

· Store cj in the currently empty Ck

– For each region, rk ∈ R:

∗ For each object, oi ∈ O:

· Calculate the evidence, ek,oi
, that region rk is

object oi as follows:

ek,oi
=
X

cl∈Coi

X

cj∈Ck

woi,cl
scj,cl

if the cue type of cl is not the same as cj , then
scj,cl

= 0

∗ Region rk is then recognized as the object with the
greatest evidence, if it is above a threshold, θ, i.e.

labelk ← argmaxoi
ek,oi

, if max ek,oi
> θ

∗ Add all cues, cj ∈ Ck, to the set of cues in the object
definition, Clabelk

, if ∨cl ∈ Clabelk
, scj,cl

6= 1

∗ If the current label, i.e. labelk at Ft is different from
labelk at Ft−1 and labelk at Ft−1 exists:

· Remove all cj ∈ Ck added before Ft from Coold
,

where oold = labelk at Ft−1.

Figure 2: Algorithm for Multiple-Cue Object
Recognition

cj , is stored in a set of cues that belong to that region, rk,
i.e. Ck. If, however, Pj−∆pj does not fall within an already
segmented region, a new region will be segmented at that
location, but from frame Ft−∆fj , where the object is clearly
visible. This new region is then stored in R.

5.2 Calculation of Evidence
For each region, rk, in R, and for each object, oi, in O,

the algorithm calculates the evidence, ek,oi , that rk should
be labeled oi according to the following equation:

ek,oi =
X

cl∈Coi

X
cj∈Ck

woi,clscj ,cl



where woi,cl , as described earlier in the ‘Weights’ section,
is the predefined weight representing the strength of the as-
sociation between the cue, cl, in the object definition, Coi ,
and the object, oi. scj ,cl is the similarity between the cue cl

and the cue, cj , belonging to Ck. If the cues are not of the
same type, then scj ,cuel = 0.

5.3 Object Recognition
Region, rk, is then recognized as the object with the great-

est evidence, if it is above a given threshold, θ, i.e.,

labelk ← argmaxoi
ek,oi , if max ek,oi > θ

5.4 Generalization
All the cues, cj , in the set, Ck, of cues belonging to the

region, rk, will now be added to the object definition of
olabelk , i.e. Clabelk , if there is no cue in the definition with
the same cue value, since duplicate cues are not allowed, i.e.
∨cl ∈ Clabelk , scj ,cl 6= 1. This generalizes the cues learned
from this particular object to all objects of the same class,
so now new objects based on the newly added attributes can
be found.

If the algorithm were to stop here, however, there would
be a problem if the region, rk, had been previously labeled
as another object, i.e. labelk at Ft−1 6= labelk at Ft. (For
simplicity, we will call the old object label, labelk at Ft−1,
oold.) This is because all the cues belonging to that region,
except those that were newly extracted at the current frame,
would have been added to oold’s definition with the previous
iteration, when we now can assume, since with the addition
of more evidence the object label changed, that was the
wrong object label, and so the cues of that region should not
belong to oold’s definition. Thus, it is necessary to remove
any cues that were added to rk before the current time step
from the definition of oold, i.e. remove all cues, cj ∈ Ck

added before Ft from Coold .

6. EXPERIMENTS AND RESULTS

6.1 Weight Learning Using Simulation Data
In order to illustrate how the weight values for each cue

and object could be learned, synthetic data was generated by
a simulator. Given a set of objects, the simulator generated
cues based on predetermined model which represents the
probabilities of a cue being produced given the presence of
an object. It is this model which the weights attempt to
learn using the PRM technique outlined above.

In order to demonstrate how the weights used in the real
data scenarios described below could have been learned, the
simulator was set up using those predefined weights (see
’Empirical Validation using Real Data’) as the model. Thus,
three scenarios were produced by the simulator matching the
three scenarios of the real data. The weights generated by
the PRM learning are then compared with the true model
values as shown in figures 3, 4, 5. The simulation generated
100 runs for each scenario in order to learn the weights.

In the first scenario, there were two objects, a whiteboard
and a projector screen, where the related cues, i.e. POINT-
ING, ERASING, WRITING, and their probabilities are rep-
resented in 5 in addition to the learned weights. In the sec-
ond scenario, there were two objects, laptop and chair. The
cues consisted of a speech and an activity cue, i.e. ‘look
that up’ and SIT. The third scenario consisted of a table

and chair with the cues being the actions PUT DOWN and
SIT.

With an average error of .003 between the true and the
learned weights, one can see that the PRM learning tech-
nique was able to successfully learn the true model used by
the simulator.

Figure 3: Comparison of learned weights to true weights

in first scenario.

Figure 4: Comparison of learned weights to true weights

in second scenario.

Figure 5: Comparison of learned weights to true weights

in third scenario.

6.2 Empirical Validation using Real Data
These results illustrate the feasibility of the MCOR frame-

work. Three object recognition tasks were given to test vari-
ous capabilities of the algorithm: the first demonstrates how
the algorithm can deal with an unreliable cue type, the sec-
ond demonstrates how the algorithm resolves cases where
the same cue indicates the presence of different objects, and
the third demonstrates how the algorithm deals with a mis-
leading cue.

All the tasks started off with object definitions which con-
tained cues that could be observed from the interaction of
a human with the object and a weight value corresponding
to the strength of the association between the cue and the
object (currently human determined). The definitions are
begun with cues that involve human interaction since those
cues tend to be more obviously associated with the object
since humans usually interact with the object in a manner
implicit to its definition. For instance, most interactions
tend to portray the function of the object which is usually an
important part of its definition. Additional cues are learned
by the algorithm later (see figure 6(b,e) and figure 7(b,d))
according to the generalization method described earlier.



In addition, for all recognition tasks, segmentation is based
on a color-based region growing algorithm, also described in
detail in [10]. The similarity measure for the activity and vi-
sual cues will be binary, where scj ,cl = 1, if the cues are the
same, 0 otherwise, where ‘same’ for the activity cue means
that the activity label is the same for each cue and ‘same’
for the visual cue means the color distance between the cues
and the shape ratio as defined in [10] is within a threshold,
tc. This means that the value of the evidence will simply
depend on the sum of the weights of the cues found in the
definition, thus for simplicity, we will not refer to the value
or multiplication of scj ,cl in the sum, although it is implicitly
there. Cue values were extracted either by external recog-
nition and/or vision systems such as the color and shape
extraction defined in [10] or by hand-encoded values such as
the activity and speech cues, since the purpose of this paper
is to illustrate how various cues can be combined the actual
source of the cue is not of very much importance.

6.3 Unreliable Cue Type
For the first object recognition task, the goal was to recog-

nize two objects: a whiteboard and a projector screen, which
tend to have very similar visual features, in this case, sim-
ilar color and shape–a task which most visual based object
recognition systems would have extreme difficulty with. In
both cases, however, MCOR was able to successfully label
each object (see figure 6(e)). Figure 6(a) illustrates how a
new cue, a visual color&shape cue, is added to the defi-
nition of the projector screen. The figure shows each key
time step as a row. In the row from right to left is a frame
from the video, the status of the object definitions, and the
current calculation of evidence. A key time step is when
a new cue is extracted, since otherwise there is no change
in the evidence and everything remains the same. In each
frame, segmented regions are surrounded with a border and
filled with a solid color, activity cues are labeled with all
letters capitalized next to a box surrounding the face of the
person doing the action, speech cues are white with quotes
and object labels are white with all letters capitalized. In
each object definition box, each object is in bold followed by
the cues associated with it: the type of cue (in italic), the
cue value, and the weight. The evidence column shows the
current calculation of evidence that a particular region, rn,
is a particular object, oi, for each region and each object.
This leads to an initial mislabeling of the whiteboard (see
figure 6(b)) as a projector screen. At this point, most visual
based recognition systems would have no recourse to correct
the mislabel. MCOR, however, is able to overcome the ob-
stacle by taking into account evidence from other types of
cues (see figure 6(c-d)), in this case, pointing, writing, and
erasing activity cues.

Thus, more robust object recognition can be produced
when the ability to include cues of various types is pro-
vided, for this allows the system to be less dependent on
the weaknesses of any single type.

6.4 Same Cue Associated with Different Ob-
jects

In the second task, two types of objects were to be recog-
nized: laptops and chairs. An additional difficulty was added
by having both the laptop and chair objects associated with
the same activity, i.e. sitting. Figure 7(d) shows the results
of the object recognition task, where despite the difficulty,

Figure 6: The use of evidence to correct a mislabeled

object due to an unreliable visual cue.

the two laptops in the scene and a number of chairs were cor-
rectly labeled (Some chairs were missed because they were
neither sat upon nor matched with the visual cue. Thus, ad-
ditional cues would have to be learned or provided to recog-
nize the rest).

Although initially both objects were labeled chair (see fig-
ure 7(c)), due to the only cue provided thus far being as-
sociated with both objects, this ambiguity was able to be
resolved by the algorithm’s ability to take evidence from
multiple cues, (in this case, additional evidence was given
by a speech cue: see figure 7(d)) which aided in distinguish-
ing the laptops from the chairs.

Thus, having the same cue belong to multiple object de-
finitions can lead to ambiguity in the recognition. This is,
however, a realistic representation of the world, where it is
very likely that the same cue may be correctly ascribed to
more than one object, i.e. the set of cues belonging to each
object will never be completely disjunct in real world sce-
narios, and so an algorithm must be able to handle such
ambiguity. MCOR is able to do so, as demonstrated, by
collecting evidence from multiple cues to decipher the dif-
ference.

6.5 Misleading Cue
In the third task, the table was to be recognized, although

a chair definition was also provided. For added difficulty, a
misleading cue was given. Although in most cases humans
interact with objects according to their definition, on occa-
sion, a human may misuse an object or interact act with it
in an unconventional manner producing a misleading cue.

In this case, the misleading cue was produced by having
the human sit on the table, an activity clearly attached to
the function and definition of a chair, but somewhat adverse
to that of a table. Initially, the algorithm is indeed confused



Figure 7: The use of evidence to disambiguate a cue that

provides evidence for more than one object.

and incorrectly labels the table, a chair (see figure 8(a)).
Although sitting is a strong indication of a chair (as shown
by the high value of its weight: figure 8). The algorithm is
able to take advantage of the fact that people tend to do
the correct action far more frequently than the incorrect, as
seen by the putting-objects-down activities in figure 8(b-d),
to correct the mistake caused by the misleading cue (see
figure 8(d)).

In addition, figure 8 shows how the color and shape of the
table which was originally and incorrectly associated with
the chair was placed in the proper definition after the cor-
rection of the label. A similar case can be noted in figure
7.

Thus, the algorithm was able to demonstrate its robust-
ness to misleading cues through the multiple cue framework.

7. CONCLUSION AND FUTURE WORK
With this paper, we have shown that the numerous cues

humans provide when interacting with objects can be taken
advantage of to deal with the weakness of particular cue
types such as visual cues, the ambiguity caused by cues that
may provide evidence for more than one object, and the
misleading evidence of cues produced by unconventional use
of the object. In other words, more robust object recognition
were attained through the multiple cue framework described
in this paper.

Work in the future includes developing a framework that
not only learns a general object description, but includes
context specific ones as well, so that given a specific envi-
ronment, information useful for recognizing an object, such
as the color of a chair, that may be only applicable in that
environment can be utilized, where as if only a general de-
scription of an object were learned and used, that informa-
tion would not be taken advantage of and may lead to a more
difficult time in recognizing. For example, if in a particular

Figure 8: The correction of a false positive caused by a

misleading cue.

meeting room, all the chairs were red, the algorithm would
learn this trait, and so put a lot more reliance on the color
of the chair, where as we know in general chairs are not any
particular color and so the general description of a chair will
not put much weight on color. Thus, if only the general de-
scription were used, the useful information of color will not
be utilized in a context where it could have been helpful.
Future work will attempt to alleviate that problem.

In addition, further advantage of the Probabilistic Rela-
tional Model framework will be taken so that weight values
can depend not only on the individual cue values of a cue
and object label, but on other properties such as the type of
cue, the number of the cue, as well as other relationships be-
sides the object-cue one such as the influence of other cues
on cues. It can also be adjusted to relate to the context
problem described above.

Further goals include applying this framework onto a mo-
bile platform in order to more clearly demonstrate its use
on robotic agents.

Other less significant improvements include a more so-
phisticated segmentation method, since those regions are
supposed to represent entire objects and some objects can-
not be segmented by a simple color-based region growing
scheme. Also, although this is not directly related to the
research problem explored, the inclusion of more automated
and better cue recognizers (i.e. activity recognizer, speech
recognizer), which will reduce the effort needed to label such
things manually and demonstrate the use of this framework
in integrating cues generated by already exisiting systems.
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